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1.  Introduction  

K-drama or drakor is currently being enjoyed in Indonesia, especially by the fair sex. One of the 
reasons why drama is widely enjoyed in Indonesia today is due to the enactment of PPKM and work 
from home (WFH), so many people spend time at home and one of the things to do is to watch. From 
the sources obtained by the author, watching or marathon films ranked second after cooking as the 
most frequent activities carried out when PPKM and work from home (WFH) were enforced. The 
duration of watching k-dramas or dramas also increased after the enactment of PPKM due to covid-
19 which was previously 2.7 hours a day to 4.6 hours a day [1][2]. 

One of the factors that is expected to affect watching drakor shows is concentration. Concentration 
itself is the ability of the individual to focus the attention of each individual on a certain object of 
activity, if without concentration then the work will be delayed and not good otherwise if we 
concentrate then the work, we do will be good and correct [3]. 
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 K-drama or drakor is currently being enjoyed in Indonesia when the 
Covid-19 pandemic hits, especially by the fair sex. From the sources 
obtained, the number of k-dramas or dramas also increased during the 
covid-19 pandemic from the previous 2.7 hours a day to 4.6 hours a day. 
The issue raised by the authors in this study is whether the impressions 
of drakor will later affect the concentration of an individual. Data 
acquisition was carried out using the NeuroSky Mindwave Mobile 2 tool 
to retrieve EEG data.  After the data acquisition is completed, the next 
process is preprocessing, which is to perform feature extraction using the 
Fast Furious Transform method to find the average values of the highest 
and lowest peaks. After the preprocessing is completed go to the 
classification stage. The classification used is K-Nearest Neighbor with a 
value of k=9.  For evaluation using confusion matrix to determine the 
accuracy value of the built KNN model. This study used 100 respondents 
who were37 people who were addicted to drakor. A total of 24 people out 
of the 37 or about 64.87% turned out to have a lack of concentration level 
when taking concentration tests. This is enough to prove that drama 
impressions can reduce the concentration or focus of a person, especially 
women. For the classification process to have an accuracy of 80% and for 
variable correlation testing, it turns out that independent variables do have 
a simultaneous effect on the dependent variables with a calculated f value 
of 35.642 and a sig value of 0.000b.  
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In addition to the level of addiction to watching drakor, another factor that will be used as a 
benchmark is the signal electroencephalography (EEG). Electroencephalography (EEG) is a technique 
for measuring electrical activity on the scalp produced by brain structures taken with metal electrodes 
and conductive media. The EEG was recorded on the animal's brain in 1875 by Richard Karton. Then 
in 1924 for the first time EEG was introduced by Hans Berger to record signals in the human brain 
(D. Millett, 2001). EEG is the most widely used signal acquisition method because it has a high 
temporal resolution, a relatively easy and safe technique that communication that occurs in human 
brain cells occurs through electrical impulses. It is measured by placing electrodes on the subject's 
scalp. EEG is commonly used to diagnose, monitor, and analyze various abnormalities in the body, 
especially in the brain. 

This electroencephalography (EEG) data collection uses a tool called NeuroSky Mindwave Mobile 
2. The tool has 2 sensors, namely on the forehead and on the auricle which will later be attached to 
the respondent by being given a certain stimulus. The output of the tool is an excel file with a .csv 
extension. The content of the output is the result of recording electrical activity in the brain which is 
recorded every few seconds. The columns contained in the results of recording electrical activities are 
'Signal Level', 'Blink', 'Attention', 'Meditation', 'Zone', 'Delta', 'Theta', 'Low Alpha', 'High Alpha', 'Low 
Beta', 'High Beta', 'Low Gamma', 'Mid Gamma'. While the column that will be used is only in the 
attention column. 

The attention data obtained cannot be used immediately because it is still raw data consisting of 
several data. In this case it must first be distraction. This is done to determine the characteristics of the 
data to be extracted. Feature extraction using Fast Fourier Transform (FFT). Fast Fourier Transform 
(FFT) is the source of an algorithm for calculating fast, efficient, and reverse discrete fourier 
transformations [4]. Then according to Dine Tiara Kusuma [4] Fast Fourier Transform (FFT) is an 
algorithm to calculate discrete fourier transformations quickly and efficiently by performing 
mathematical calculations used to transform analog signals into frequency-based digital signals. 

The next step is to find a correlation between the independent variable and the dependent variable. 
Whether independent variables do have a simultaneous effect on dependent variables or not. For 
correlation testing between variables using Test F (Anova).  

After the process of searching for the highest and lowest peaks of attention is complete. The next 
process is classification. In this study the classification method used is K-Nearest Neighbor (KNN). 
KNN is a classification algorithm that works by taking a number of K closest data (neighbors) as a 
benchmark for determining the label of new data. This algorithm classifies data based on their 
neighbors or proximity to other data. How to find out the closest data using the distance calculation 
method. In this study the distance calculation method that will be used is Euclidean Distance. The 
reason for using the K-Nearest Neighbor algorithm is because the method is suitable for managing 
data with a lot of scalability, according to the number of respondents that will be used in this study, 
namely as many as 100 respondents. In addition, for researchers themselves the method is easy to 
implement or easy to use. 

After classifying, of course, it is necessary to evaluate the classification model that is built. It aims 
to find out what is the accuracy level of the classification model being built. In this study, the 
evaluation of the model used was a confusion matrix. 

This research is expected to be able to identify whether k-drama or drakor impressions can affect 
a person's concentration, especially for people who feel they are addicted to drakor. For the 
classification process using K-Nearest Neighbor, it is expected to be able to classify with good 
accuracy values and independent variables do have a simultaneous effect on dependent variables. 

2.  Literature Review 

2.1.  Brainwaves 

Brainwave signals have different characteristics and individual characteristics, brain waves cannot 
be imitated or read by people so it is impossible to have something in common. The recognition of 
identity is necessary to distinguish individual characteristics. Identity recognition aims to recognize a 
person's identity precisely [5]. 
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Table 1.  Wave Oscillation Table 

Signal 
Frequency 

(Hz) 
Condition 

Delta 

 
0.5 - 4 

The condition of deep sleep without dreaming (Deep Sleep).  

The resting phase for the body. 

Theta 

 
4 - 8 Conditions of meditation, intuition, and fantasy 

Alpha 

 
8 - 13 

Conditions of relaxation and 

awake 

Beta 

 
13 - 30 

A state of focus, thinking, and concentration.  

Productivity phases for 

Gamma 

 
>30 States of high mental activity such as fear, panic, high concentration 

 

2.2.  Electroencephalography (EEG) 

Electroencephalography (EEG) is a technique for measuring the electrical activity of the scalp 
produced by brain structures, taken by attaching metal electrodes and conductive media. The EEG 
was recorded on the animal's brain in 1875 by Richard Karton. Then in 1924 for the first time EEG 
was introduced by Hans Berger to record signals in the human brain (D. Millett, 2001). Then according 
to Vladimir A. et al.  EEG is a method for conducting brain research that provides information about 
brain functions related to human activity [6]. 

2.3. Feature Extraction 

Feature extraction is used to obtain patterns from the tested signals. Feature extraction is the initial 
process to carry out the process of classification and interpretation of signals. Feature extraction is 
performed to obtain the characteristics or traits of the signal to be tested [7][8][9]. 

In this study, the extraction of the feature used was Fast Fourier Transform (FFT).  Fast Fourier 
Transform (FFT) is a highly efficient method of calculating the coefficient from a discrete Fourier to 
a finite sequence of complex data. According to other sources, [10]Fast Fourier Transform (FFT) is a 
source algorithm for calculating fast, efficient, and reverse discrete Fourier transformations. Then 
according to Dine Tiara Kusuma, [4] Fast Fourier Transform (FFT) is an algorithm to calculate 
discrete fourier transformations quickly and efficiently by performing mathematical calculations used 
to transform analog signals into frequency-based digital signals. 

2.4.  K-Nearest Neighbor (KNN) 

K-Nearest Neighbor (KNN) is a method that uses a supervised algorithm where the results of a 
new instance query are classified based on the majority of the categories in KNN. When using the K-
Nearest Neighbor (KNN) algorithm, we need to specify the value of k to be used, the value of k will 
later become the closest neighbor of the new data entered and determined its class.  

In the KNN method there are many methods used to calculate the distance between data. In this 
study, the method that will be used to calculate the distance is Euclidean distance. 

3. Method 

The flow of research can be seen in Fig. 1. 
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Fig. 1.  Research flow 

3.1.  Data Acquisition 

The tool used for data acquisition in this study is NeuroSky Mindwave Mobile 2 to record how 
signal patterns will be generated by the brain when concentrating. During the sampling of signal 
patterns, respondents will be given predetermined stimuli. 

3.2.  Preprocessing 

Preprocessing is the initial stage after obtaining raw data before entering the next stage of 
processing. In this study, the preprocessing used was data filtering, which is choosing what data will 
be used in the study. The data consists of 'Signal Level', 'Blink', 'Attention', 'Meditation', 'Zone', 'Delta', 
'Theta', 'Low Alpha', 'High Alpha', 'Low Beta', 'High Beta', 'Low Gamma', 'Mid Gamma'. The data 
that will be used later is only attention data because the data in the column refers to the state of the 
brain that is in a state of focus or concentration. 

3.3.  Feature Extraction 

Once the data is acquired dan in the preprocessing the next stage is feature extraction. This process 
is carried out to manage the raw data that has been acquired. The data obtained will be normalized by 
finding the minimum peak value and the maximum peak value in order to get the desired numerical 
data. 

The extraction process uses the Fast Fourier Transform (FFT) method. Data that is still a signal 
image will be extracted first using Fast Fourier Transform (FFT). Fast Fourier Transform (FFT) itself 
is widely applied in various fields, ranging from digital signal processing and solving partial 
differential equations to algorithms for multiplying integers by large quantities.  Fast Fourier 
Transform (FFT) is an algorithm for calculating discrete Fourier transformations (DFT) quickly and 
efficiently. Since many signals in the communication system are continuous in the time domain, we 
use Fourier transforms to represent the frequency domain [11]. 
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Fig. 2.  Feature Extraction Flow 

For the flow of the feature extraction process can be seen in the Fig. 2. The steps are as follows: 

The extraction process uses Matlab. The raw data acquired is imported into Matlab. 

1. After importing, read the data so that it can be processed. 

2. Looks for minimum and maximum peak values. 

3. Looks up the average value of each minimum and maximum peak by 2 times. 

4. Looks for the final mean between the minimum and maximum peaks. 

3.4.  Correlation test 

The correlation test aims to determine the presence or absence of the influence of independent 
variables on dependent variables. In this study, the correlation test used the F test on SPSS. The 
purpose of the test is to find out the correlation between the EEG signal (attention) and the K-addict 
score as an independent variable against a person's concentration as a dependent variable 
simultaneously (together).  

The provisions of the F test are as follows: 

• If the sig value > 0.05, then the conclusion is that there is no influence of independent variables 
on the dependent variables simultaneously (together). Vice versa, if the sig value < 0.05, then 
there is an influence of independent variables on the dependent variables simultaneously 
(together).  

• If the F value is calculated < F of the table, then the conclusion is that there is no influence of 
the independent variable on the dependent variable simultaneously (together). Vice versa, if the 
F value is calculated > F table, then there is an influence of the independent variable on the 
dependent variable simultaneously (together). 

3.5.  Build and Train the Model 

In this study, the model to rebuilt is the K-Nearest Neighbor (KNN) model. Before going into the 
classification stage should be carried out model development first. This is done so that the data used  
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is not overfitting, which is a training condition in which the test results against the trained data are 
very good but tested by other data that are not used in the training very poorly. Model development is 
carried out by dividing all data into two parts, namely training data and test data. In the development 
of a model the training data should be larger than the test data. In this study, a comparison between 
training data and test data of 80:20 will be used. 

For the steps of the K-Nearest Neighbor algorithm can be seen in Fig. 3. 

 

Fig. 3.  K-Nearest Neighbor Flow 

K-Nearest Neighbor Flow: 

1. Determine the value of K. In this study the value of K used is 9. 

2. Calculate the distance between the training data and test data using the Euclidean distance 
method. 

3. Ascending sort distance. 

4. Determine the test data labels based on the most labels from the K nearest neighbors. 

3.6.  Evaluation 

The last step is to test the accuracy level of the classification method used (KNN) for self-testing 
using the Confusion Matrix. 

Evaluation steps using Confusion Matrix: 

1. Know the amount of data used. In this study, 100 data will be used.  

2. Determine the True Positive (TP) value 

3. Determine the True Negative (TN) value 

4. Determine the False Positive (FP) value 

5. Determine the False Negative (FN) value 

6. Calculating accuracy value: (TP + TN) / (TP + FP + FN + TN)  
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4.  Results and Discussion 

4.1.  Data Acquisition  

Data acquisition scenarios: 

1. Respondents filled out a questionnaire to complete their personal data and determine their 
k-drama addict score. 

2. After filling out the questionnaire, respondents were asked to watch Korean drama shows 
with a minimum duration of 7 minutes until they were completed according to 
respondents' availability.  

3. Installation of the tool Neurosky Mindwave mobile 2.  The recording process is carried 
out while the respondent takes a concentration test given for approximately 2 minutes.  

4. The final step of the respondent will be asked to take a concentration test. The test used 
is an online focus (concentration) test 

5. The output on this test is 3, which are less, sufficient, and good.  This output will later be 
used as a label on the dataset. For sufficient output it is still categorized into good 
concentrations.  So that label used are only two i.e. good and less. 

6. The recording results during the time the respondent took the test will be saved with an 
extension (*. log). 

EEG data was obtained from the results of recording brainwave signals in 100 respondents using 
the EEG tool and MyndPlayer Pro software. The process of recording brainwave signals to 
respondents was carried out within ± 2 minutes. The successfully recorded EEG data will be saved in 
a file with the format (*.log). 

Table 2. Sample EEG Data from Respondent 1 

Time 
Vid 

Time 

Sig

nal 

Lev

el 

Bli

nk 

Attent

ion 

Medita

tion 

Zo

ne 
Delta 

Thet

a 

Lo

w 

Alp

ha 

Hig

h 

Alp

ha 

Lo

w 

Bet

a 

Hig

h 

Bet

a 

Low 

Gam

ma 

Mid 

Gam

ma 

22:37:53

.000 

07:00:00

.000 
100 2 13 44 28 

1276

46 

1128

1 

173

4 

222

5 

178

2 
609 312 578 

22:37:54
.000 

07:00:00
.000 

100 2 37 67 52 
6824
52 

3336
5 

258
6 

708
8 

160
5 

425
5 

1361 3728 

22:37:55

.000 

07:00:00

.000 
100 2 54 70 62 

2392

3 

1801

6 

112

61 

604

5 

880

1 

730

6 
3786 8308 

22:37:56
.000 

07:00:00
.000 

100 2 50 61 55 
6184
98 

3412
40 

564
14 

817
5 

989
4 

729
7 

3430 9055 

22:37:57

.000 

07:00:00

.000 
100 2 35 53 44 

3042

995 

7895

20 

335

42 

655

21 

113

01 

792

2 
5977 

1248

7 

22:37:58

.000 

07:00:00

.000 
100 2 11 41 26 

1497

698 

8232

80 

610

16 

127

18 

265

51 

875

9 
6291 5446 

22:37:59

.000 

07:00:00

.000 
100 2 1 38 19 

7260

7 

9554

5 

265

34 

574

5 

107

4 

221

0 
2558 2405 

22:38:00
.000 

07:00:00
.000 

100 2 1 34 17 
7889
04 

1993
13 

250
69 

518
2 

258
32 

109
88 

5306 
1362

6 

22:38:01

.000 

07:00:00

.000 
100 2 14 51 32 

6144

45 

4769

8 

230

69 

161

35 

182

6 

565

5 
2453 1080 

22:38:02
.000 

07:00:00
.000 

100 2 13 40 26 
1735
09 

2343
66 

238
1 

119
1 

618
9 

220
8 

2147 3412 

 

4.2.  Prepocessing 

At this stage, the EEG recording data will be selected first to choose what attributes to look for 
maximum and minimum peak values can be seen in the Fig. 4.  

Preprocessing Flow using Matlab:  

1. Add a raw signal as an input to be converted into spectrum s. 

2. Selection of attributes from the EEG data to be searched for maximum and minimum values. 
In this study, the selected attribute was the attention attribute. 
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3. Get the maximum and minimum values of the peak of the signal. 

 

 

Fig. 4.  Sinyal Spectrum 

4.3.  Feature Extraction 

For feature extraction using Fast Fourier Transform with Microsoft Excel software.  The extraction 
of features using Fast Fourier Transform aims to find the average of the minimum and maximum 
peaks. 

Flow extraction features: 

1. Sort the minimum and maximum peak data obtained starting from the largest (descending). 

 

 

Fig. 5.  Minimum Data Order by Descending 

 

 

Fig. 6.  Descending Maximum Data Order 

 

2. Looks up the average value of each minimum and maximum peak by 2 times. 

3. Looks for the final mean between the minimum and maximum peaks. 
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The results of the final mean between the minimum and maximum peaks will later be used as one 
of the attributes (attention) in the research dataset. 

4.4.  Correlation Test 

The correlation test was performed using the f test on SPSS. The result of the test is F count > F 
table, which is 35.642 > 3.0872959 then there is an influence of independent variables on the 
dependent variables simultaneously (together). For sig values of 0.000b < 0.05, there is an influence 
of independent variables on the dependent variables simultaneously (together). 

4.5.  Build and Train the Model 

Based on the K-Nearest Neighbor model that was built, the results of determining classes or labels 

for 20 test data were obtained by calculating the Euclidean distance with a value of k = 9, the results 

are obtained in Table 3 and Fig. 7. 

Table 3. Concentration Test Results 

Respondent Concentration 

Subject 1 Good 

Subject 2 Good 

Subject 3 Not Good 

Subject 4 Good 

Subject 5 Good 

Subject 6 Good 

Subject 7 Not Good 

Subject 8 Good 

Subject 9 Not Good 

Subject 10 Not Good 

Subject 11 Good 

Subject 12 Good 

Subject 13 Good 

Subject 14 Not Good 

Subject 15 Not Good 

Subject 16 Not Good 

Subject 17 Not Good 

Subject 18 Not Good 

Subject 19 Not Good 

Subject 20 Good 

 

 

Fig. 7.  Concentration Test Results 
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4.6.  Evaluation 

The evaluation of the model used is the Confusion Matrix. For evaluation data using 20 random or 
random data.  Here's the matrix being revamped in Table 4. 

Table 4. Confusion Matrix 

 
ACTL 

PREDICTED 
10 (TP) 2 (FP) 

2 (FN) 6 (TN) 

 

• True Positive (TP) = 10 

• False Positive (FP) = 2 

• False Negative (FN) = 2 

• True Negative (TN) = 6 

Based on the matrix above, the accuracy rate of the K-Nearest Neighbor l mode built is 80%. 

5. Conclusion 

Based on the research conducted, it consisted of 100 respondents with 63 people who assumed that 
they were not addicted to drakor impressions and 37 people who assumed they were addicted to drakor 
impressions. Of the 37 people, there were 34 women and 3 men. A total of 24 people out of 37 people 
who assumed they were addicted to drakor impressions or about 64.87% turned out to have a lack of 
concentration level when taking concentration tests. Of the 24 people, there were 23 women and 1 
man. This is enough to prove that drama impressions can reduce the concentration or focus of a person, 
especially women. 

For classification using the K-Nearest Neighbor algorithm, it can be said to be successful because 
it is able to do classification well. The accuracy rate of the built K-Nearest Neighbor model is 80%. 

Correlation testing using the f (anova) test between independent variables and dependent variables 
has also been proven by the results of calculated F values (35.642) > F tables (3.0872959) and sig 
values (0.000b) < 0.05. It can therefore be concluded that independent variables have a simultaneous 
effect on dependent variables. 

K-drama or drama lovers are expected to be able to control the feeling of wanting to watch. Don't 
every free time be spent watching drakor. It is better to fill it with other productive activities such as 
sports or studying. 
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